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Abstract

As mobile computing has been developed for decades, a new model
for mobile computing, namely, mobile cloud computing, emerges re-
sulting from the marriage of powerful yet affordable mobile devices
and cloud computing. In this paper we survey existing mobile cloud
computing applications, as well as speculate future generation mobile
cloud computing applications. We provide insights for the enabling
technologies and challenges that lie ahead for us to move forward
from mobile computing to mobile cloud computing for building the
next generation mobile cloud applications. For each of the challenges,
we provide a survey of existing solutions, identify research gaps, and
suggest future research areas.

Key Words: Mobile computing, cloud computing, mobile cloud com-
puting, mobile cloud applications.



1 Introduction

With the proliferation of smart mobile devices and cloud computing technolo-
gies, mobile cloud computing (MCC) [1, 2, 3] has emerged as a new com-
puting paradigm for building the next generation MCC applications. MCC
promises to bring new exciting MCC applications beyond mobile computing
(MC) applications by combining cloud computing [4, 5], mobile computing
6, 7], and data analytics [8] at the fingertip of a human operator.

In this paper we survey existing and speculate future generation MCC
applications. We limit our survey to infrastructure based MCC applications
where the hardware infrastructure remains static and provides services to
the mobile users [9]. We provide insights for the enabling technologies and
challenges that lie ahead for us to move forward from MC to MCC for build-
ing the next generation MCC applications. For each of the challenges, we
provide a survey of existing solutions, identify research gaps, and suggest
future research areas.

The rest of the survey paper is organized as follows. In Section 2, we
provide an overview of MCC extending MC. In Section 3, we survey existing
MCC applications and speculate future generation MCC applications. In
Section 4 we discuss several major challenges for building the next generation
MCC applications, provide a survey of existing solutions, identify research
gaps, and suggest future research directions for answering these challenges.
Finally, in Section 5 we conclude the paper.

2 From MC to MCC

The NIST defines cloud computing as a model for enabling ubiquitous, conve-
nient, on-demand network access to a shared pool of configurable computing
resources that can be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction [5]. It has three layers of services,
namely, Software as a Service (SaaS), Platform as a Service (PaaS), and In-
frastructure as a Service (IaaS). In SaaS, it provides software or applications
for users to access the application that will be run in the cloud. So users
simply use the applications without concerning system configuration prob-
lems. In the PaaS layer, users can choose preferable operating systems and
develop personal softwares by using supported resources in the cloud. For
instance, users can store their data in the cloud and send any queries to the



cloud whenever they need to retrieve information. In the TaaS layer, users
can setup personal operating systems, configure computation environment,
and develop software. The cloud provides a powerful processing core and
a massive storage space with configurable computing resources for users to
do computation on it. By this architecture model, from top to down, users
can have more control on the available computing resources. Cloud service
is characterized as on-demand, elastic, quality of service guaranteed, and
pay-per-use [10, 11, 13, 14].

With the advancement of wireless infrastructure, mobile devices can con-
nect to the cloud any place and any time. Cloud computing is especially an
enabler for the bring your own device (BYOD) technology permitting em-
ployees to bring personally owned mobile devices to their workplace, and use
those devices to access privileged enterprise content and applications stored
on the cloud. Cloud computing goes hand-in-hand with mobile virtualization
which enables multiple operating systems or virtual machines (VMs) to run
simultaneously on a mobile device. That is, cloud computing can provide
separate services (including applications, user profiles, contacts and data)
to completely isolated VM containers running on the same mobile device or
smartphone with mobile virtualization. Furthermore, with cloud computing
providing a variety of task-oriented mobile services with virtually unlimited
computation power and storage on demand, a mobile device can flexibly
run task-oriented applications on separate VMs to support its needs. Cloud
computing thus advances mobile computing in three major areas: supporting
ultra thin mobile devices with mobile virtualization, providing scalable mo-
bile computation, and supporting big data mobile applications. Essentially,
cloud computing propels a new class of applications which we call MCC ap-
plications extending traditional MC applications with unlimited storage and
computation resources as well as task-oriented services. In the literature,
there are two definitions for MCC based on the same line of observations
discussed above extending MC to MCC. In the first definition [15, 16}, MCC
is defined as a computing model combining mobile computing and the cloud,
where the cloud can handle large storage and processing for mobile devices
remotely. In the second definition [17, 18], the cloud does not have to be
a remote powerful server, but one that advances mobile devices cooperating
for storage and processing.



3 MCC Applications

With scalable computation and large data storage, cloud computing facili-
tates MCC applications to be run on ultra thin mobile devices. In this sec-
tion, we first discuss existing MCC applications. Then we discuss emerging
and future MCC applications.

3.1 Existing MCC Applications

We have witnessed a number of MCC applications in recent years, includ-
ing mobile commerce, multimedia sharing, mobile learning, mobile sensing,
mobile healthcare, mobile gaming, mobile social networking, location-based
mobile service, and augmented reality.

Mobile commerce, such as e-banking, e-advertising and e-shopping, uses
scalable processing power and security measures to accommodate a high vol-
ume of traffic due to simultaneous user access and data transaction process-
ing. multimedia sharing provides secure viewing and sharing of multimedia
information stored on smartphones while providing administrative controls
to manage user privileges and access rights necessary to ensure security. Mo-
bile learning allows a thin terminal to access learning materials on the cloud
any time and any place. Mobile sensing utilizing sensor-equipped smart-
phones to collect data will revolutionize many MCC applications including
healthcare, social networking, and environment/health monitoring. Mobile
healthcare allows an enormous amount of patient data to be stored on the
cloud instantaneously. A doctor can conveniently look at the patient records
on his/her mobile device for remote diagnosis or monitor a patient’s sta-
tus for preventive actions. Mobile gaming achieves scalability by leveraging
scalable computation and instantaneous data update on the cloud side and
screen refresh at the mobile device side. Mobile social networking allows a
group of mobile users to upload audio/video/multimedia data for real-time
sharing, with cloud computing providing not only storage for data, but also
security to protect secrecy and integrity of data.

3.2 Emerging and Future MCC Applications

Future MCC applications must leverage unique characteristics of MCC. Due
to limitation of power, intensive data processing on mobile devices is al-
ways costly. With the technology advancement, however, mobile devices are



Table 1: Emerging and Future MCC Applications.

’ Application Category \ References ‘
Crowdsourcing (crowd computing) 19] [20] [21]
Collective sensing 22] [23] [24] [25]
- Traffic/Environment monitoring 26, 27, 28] [29]

[
[
[
- Mobile cloud social networking 3
[
[
[

0] [31] [32]
- Mobile cloud healthcare 33] [34] [35]
Location-based mobile cloud service 36] [37]
Augmented reality and mobile gaming | [38] [39]

equipped with more functional units, such as high-resolution camera, barom-
eter, light sensor, etc. Future MCC applications must leverage deep sensing
capability of smartphones for data collection. Data can be uploaded to the
cloud and the cloud can integrate pieces of observations from mobile devices
and utilize data analytics techniques to mine and visualize trends or patterns
embedded in massive data collected in parallel at runtime from millions of
mobile devices. For instance, given a severe natural disaster, people nearby
can send photos taken from the cameras in their smartphones to the cloud,
and the cloud server can process these data, analyze possible crucial points,
and plot a detailed map, covering not only visible objects but also invisible
physical phenomena, such as the presence of poisonous air to help facilitat-
ing the rescue mission. With potentially unlimited storage and processing
power, MCC brings out potential killer applications.

Table 1 lists emerging and future applications that can power from MCC.
Initial efforts toward building these killer MCC applications are also cited in
the table.

Crowdsourcing (crowd computing) is one of the emerging MCC applica-
tions [19]. It utilizes sensing functions of pervasive mobile devices and high
processing capability of the cloud. Two future crowdsourcing applications
discussed in [20] can potentially benefit from MCC. One is for finding a lost
child; one is for disaster relief. In the first application, smartphones upload
pictures taken within an hour to a website in response to an amber alert via
texting, and a policeman searches for the lost child by doing data analytics
on thousands of photos uploaded using an application in his smartphone.



In the second case, after a disaster the infrastructure around the disaster
site is broken and there is no way to assess the damage using the existing
infrastructure. By using cameras on smartphones, citizens take pictures of
the disaster site and transmit them via wireless communication, helping a
detailed map of the disaster site to be reconstructed, such that rescue work
can be effectively and efficiently performed. Defining scalable architectures,
creating efficient algorithms for crowdsourcing, stimulating crowd participa-
tion, and preserving user privacy are major issues. Yang et al. [21] devised
two incentive mechanisms for user-centric and platform-centric computing.
On the user side, users contribute data through a bidding process to maxi-
mize their profits. On the cloud side, a game theoretical approach based on
auctioning is used to maximize the system utility.

Another emerging and future mobile cloud application is collective sensing
[22]. Cheng et al. designed SenseOrchestra [23] for node location tracking
via collective sensing. Lu et al. [24] designed SoundSense to run in Apple
iPhones to recognize events by collectively sound sensing. Lastly, Sensorly
[25] provides a map of free wireless coverage through collective sensing by
its mobile cloud members. Emerging collective sensing applications include
composing a realtime traffic map from collective traffic data sensing [26, 27,
28], monitoring environmental pollution [29], mobile cloud social networking
[30] [31] [32], and mobile cloud based healthcare [33, 34, 35].

Location-based mobile service is also an emerging MCC application.
Tamai et al. [36] designed a platform for location-based services leverag-
ing scalable computation and large storage space to answer a large num-
ber of location-based queries efficiently. Location-based mobile service is
often context-aware. In addition to taking account of location information,
location-based mobile services also consider the environment and applica-
tion context, such as people, other devices and time between changes. The
environment information can be feasibly obtained. Social networking can
connect several people around sharing common interests. For example, the
application can recommend an online game to play or a chat session con-
necting people with common interests. La et al. [37] developed a framework
for location-based mobile service with user mobile devices monitoring the
context information to send to the cloud and with the cloud analyzing and
adapting the context information to suggest location-based mobile services
to users sharing common interests.

Lastly, augmented reality and mobile gaming is emerging as a MCC killer
application. While traditionally augmented reality is made possible only with
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special equipment with huge processing power, it is now made possible with
mobile cloud computing with scalable computation and big data storage.
Kangas et al. [38] developed mobile code to be processed by the cloud to re-
alize augmented reality. Luo [39] proposed an augmented reality application
to enhance user experiences.

4 Challenges in Building MCC Applications

Ideally, MCC can be an enabler to realize the vision of any time any place
computation and data analytics on big data stored on the cloud, returning
results requested by a mobile user instantly. Future MCC applications thus
will have major social impacts. In this section we discuss major challenges for
building the next generation MCC applications, provide a survey of existing
solutions in the literature, identify research gaps, and suggest future research
directions for answering these challenges.

Table 2 summarizes challenges, existing solutions, and future research
directions for building MCC applications.

4.1 Code/Computation Offloading

One design issue for building MCC applications is code/computation of-
floading [40] to enhance MCC application performance and conserve mobile
device energy. The framework of elastic application processing comprises
three parts: application partitioning, code offloading, and remote execu-
tion. Application partitioning is the process of identifying the units (threads,
methods, or classes) that can be processed on the cloud. Static partitioning
appeared in [41, 42, 43, 44] in which the entry and exit points of a remote
method call can be statically identified. Application partitioning is crucial for
code offloading. It requires the application be partitioned at the breakpoints
correctly and efficiently. If a breakpoint is not set properly, it will largely
degrade performance. It also requires a cost model be developed such that
the overall cost related to the computation cost, network cost, and energy
cost can be minimized.

Several projects [45, 46, 47, 48] advocated partitioning application threads
between the cloud and a mobile device based on QoS considerations, or apply-
ing parallelism at the server side to shorten the delay if a complex application



Table 2: MCC Application Challenges, Existing Solutions, and Future Re-

search Areas.

’ Challenges \ Existing Solutions Future Directions ‘
Code/Computation | Static partitioning [41, 42, 43, 44] Automation of
Offloading code/computation

Dynamic profiling [45, 46, 47, 48] offloading
Local/Cloud processing decision [49, 50]
Task-Oriented Mobile-Data-as-a-Service [51] — [52] Creating

Mobile Services

Mobile-Computing-as-a-Service [53]

Mobile-Multimedia-as-a-Service [54] [55] [56] [57]
Location-Based Services [58] [59] [60] [61] [62]

human-centric
task-oriented
mobile services

Elasticity and

Data intensive computation [63]

Design and

Scalability validation of
Resource allocation [64] resource alloca-
tion/scheduling
Scheduling [65] [66] algorithms using
valid traffic
VM migration [67] models for MCC
applications
Security Authentication [68] [69] [70] [71] [72] Cloud-to-mobile
authentication
Authorization [73] [74] [75] [76] [77] [78] [79] [80] Authorization

Data/Code Integrity [81] [82]

without releasing
user credential
Code integrity

verification
Cloud Service Auctioning/Bidding [83] [84] [85] [86] [87] Empirical
Pricing validation
Game Theory Based [88] Pricing
optimization




is uploaded to the cloud server for execution.

Chun et al. designed CloneCloud [45] that partitions an application offline
and offloads the threads to the cloud which runs a clone of the mobile device.
The partition is determined by a static program analyzer followed by dynamic
program profiling. The static analyzer pinpoints the legal breakpoints in
the application code. For example, a method will not be migrated if it
recalls resources such as the accelerator and camera in a mobile device; co-
related native stateful methods should be executed in different machines;
and methods for excluding nested suspending and resuming should not be
migrated. For each application, a cost model is developed and the cost of
each method migration is recorded via dynamic profiling, based on which
the optimization solver determines which threads should be executed on the
cloud.

MAUI [46] provides an architecture for code offloading in MCC applica-
tions, addressing both energy and performance issues. Instead of cloning the
mobile device on the cloud, it builds proxies, profilers and solvers on both the
client and server sides. The measurement for remote processing is the number
of states to be transferred, the CPU cycles, and networking environments.
In the beginning, software developers have to manually identify methods or
classes capable of being executed remotely. There are certain constraints on
code to be offloaded. It should not be API code on the user side, code for
interacting with 1/O devices or internal resources on mobile devices. During
processing, the system has to dynamically determine if offloading is beneficial
based on the performance of the last method offloaded. If the user fails to
connect with the server, the proxy will reinvoke the method locally or run it
on other servers.

Designed for Android, Cuckoo [47] is a programming model for code of-
floading with consideration given to intermittent network connection. Build-
ing on top of MAUI and CloneCloud, ThinkAir [48] provides a framework
for code offloading while adding parallel processing capability for running
MCC applications. The parallelism is implemented by running the MCC
application on the cloud among several Virtual Machines (VMs) based on
the Divide-and-Conquer design.

Remote Processing Framework (RPF) was introduced in [49] where a
client can automatically analyze if a problem should run locally or on a
remote server on the cloud. Newhouse et al. [50] designed a remote processing
system. The proxy server processes a client’s request by first retrieving code
from a code repository, and then sending it to a cloud server for executing
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the code retrieved for load balancing consideration.

The literature thus far does not have work considering automation of
the code/computation offloading. This is often a human intervention re-
quired to do code analysis for selection of legal breakpoints and/or for par-
allel code execution. This is then followed by dynamic profiling to confirm
if the breakpoints selected are indeed feasible. More effort is required for
code/computation offloading, especially in automating application partition-
ing.

4.2 Task-Oriented Mobile Services

The second design issue is to provide mobile devices flexible task-oriented
mobile services for offloading applications to the cloud. Mobile devices have
severe limitations in computation, memory and display capability. The wire-
less network environment often is changeable with unreliable communication
service. Mobile users also tend to use smartphones to do certain tasks but
not all tasks. Hence, mobile devices require task-oriented mobile services.
While cloud computing offers SaaS, PaaS, and laaS services, MCC
must tailor task-oriented mobile services specifically to the need of mobile
users. Below we survey existing work in the literature on Mobile-Data-as-
a-Service, Mobile-Computing-as-a-Service, Mobile-Multimedia-as-a-Service
and Location-Based Mobile Cloud Services. We note that these task-oriented
mobile services do not cover the entire spectrum and more research effort is
called for to create more human centric task-oriented mobile services, thus
expanding the list of task-oriented mobile services used by mobile users.

4.2.1 Mobile-Data-as-a-Service

More data is sent by mobile devices than it was in 2008 and one of the ma-
jor reasons is because cloud computing applications bring more mobile data
[51]. The data can be heterogeneous and often high-dimensional. Further-
more, mobile data are sent to the cloud as they are collected dynamically
with temporal and spatial information. With scalable computation and stor-
age provided by MCC, mobile-data-as-a-service customizes the user need to
provide customized data analytics service, leveraging indexing techniques for
spatio-temporal data storage and retrieval [89] such as B-Tree [90], R-tree
91, 92], and TPR-tree [93, 94, 95]. GPAC was proposed in [96] for con-
tinuously verifying mobile queries for querying on mobile data. Due to the
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long sequence of mobile data, segmenting part of them is helpful to under-
stand the entire sequence. Guo et al. [52] designed an adaptive method for
segmenting multi-dimensional data.

4.2.2 Mobile-Computing-as-a-Service

To improve the QoS when serving a mobile device, one solution is to shorten
the transmission delay between the cloud server and the mobile device. A
typical implementation is to use a server physically close to the mobile device
to instantaneously serve the request and then migrate the VM from the
server to other more powerful servers, such as a data center, for further
processing. VM migration can improve cloud performance. When a mobile
device requests a service, the same VM can be reached from several locations.
A VM can be migrated to a cloud server near the user location so as to shorten
the access delay and data delivery delay. VM migration can also balance load
among several data centers or cloud servers, shifting bursty traffic to other
locations.

Migrating and routing VMs on the cloud is an on-going research issue.
Hao et al. [53] devised virtual routers by attaching several devices to the
virtual ports of one virtual router. Forwarding routers each called a forward
element (FE) are distributed in multiple locations. A central controller coor-
dinates FEs and tracks the current locations of VMs. Outbound traffic going
out of VMs will be sent to outside networks.

4.2.3 Mobile Multimedia-as-a-Service

With scalable computation and flexible network service delivery, MCC is
especially ideal for multimedia data storage and distribution. Zhu et al.
[54] envisioned the following challenges for supporting mobile multimedia
computing: (a) a multimedia request immediately triggers a multitude of ac-
tions on the cloud including data storage, retrieval, and distribution for load
balancing which must be handled at runtime; (b) MCC must provide QoS
provisioning for multimedia applications and adapt to dynamically chang-
ing network and workload conditions with parallel processing and dynamic
offloading support. Ferretti et al. [55] proposed an architecture for QoS
provisioning of mobile multimedia applications. Implementing the mobile
multimedia service by [aaS, a VM acting as a proxy between the cloud and
the mobile client is launched and migrated with the mobile client. Nan et
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al. [56] addressed resource allocation in a multimedia cloud based on queue-
ing network analysis. They considered three queues in the multimedia cloud
for scheduling, computation, and data transmission of multimedia services.
They considered both single-class and multiple-class services, with the objec-
tive to minimize the processing time and resource cost. Energy-as-a-Service
(EaaS) was proposed in [57] with the objective to reduce energy consump-
tion of multimedia applications running on smartphones. It compares power
consumption data under several circumstances, and reveals that video con-
version performed under some conditions will reduce the downloading energy
for smartphone devices.

4.2.4 Location-Based Mobile Cloud Services

Location-Based services are often embedded in applications running on mo-
bile devices. Many providers have already established location-based services,
such as Intel [58] and AT&T [59]. Most mobile devices are equipped with
GPS which can reveal the user location. After a mobile device connects with
the nearest cloud, the cloud server can immediately push advertisements or
the user can query the cloud server. Besides location-based services, one
can also obtain friends/family information from the cloud. Tan et al. [60]
explored the potential benefits of cloud- and crowd-assisted GPS to aid GPS
calculations and, leveraging location corrections from other mobile device
users, to enhance noisy GPS readings. Cho et al. [61] combined location-
based services with social networking based on social relationship and human
mobility. WhereStore [62] is a store location algorithm based on the loca-
tion history of a smartphone. Location-based store data do not need to be
downloaded each time as long as a local copy exists and the data item has
not been updated. WhereStore also can predict a mobile device’s future lo-
cation based on the location history. Linking these two factors together, a
smartphone can decide whether or not to cache store data based on location
information.

4.3 Elasticity and Scalability

The third design issue is to provide scalable and elastic computation and
storage service to mobile clients. Elasticity means that the resource capabil-
ity appears to be unbounded and can be purchased in any quantity at any
time [97]. Secalability relies on allocating proper computing resources to each
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VM and allowing VM migration for load balancing across multiple clouds or
data centers [11, 98].

Ganesh et al. designed Amoeba [63] for achieving elasticity for data inten-
sive service computing (DISC). DISC applications are usually processed in
parallel. A small latency would result if each task is assigned to the identical
compute slots for meeting its service level objective (SLO). However, DISC
applications frequently have unpredictable overheads. The authors define
"elastic jobs” as relinquishing the slot without rejecting new coming jobs.
Amoeba provisions lightweight elasticity by which the original DISC appli-
cation is correctly partitioned without effecting the computational outcome,
thus resources are being elastically shared. Moreover, because of resource
multiplexing, more jobs can be accommodated.

Resource allocation is a crucial issue for achieving scalability and elas-
ticity. When a cloud service provider allocates resources to a VM, it may
allocate CPU, memory, disk I/O and network bandwidth resources, and then
apply fault tolerance mechanisms. Rai et al. [64] proposed a resource allo-
cation scheme called Wrasse by mapping cloud resources to a single multi-
dimensional resource vector, with each dimension representing one resource
with a fixed capacity. Servers and VMs are represented by bins and balls,
respectively. A ball can be assigned to any bin, but no more than one bin.
Dynamic resource allocation is achieved by first mapping services to balls
and then performing ball-to-bin assignment dynamically reflecting service
and resource status changes.

Zeta [65] is a scheduling algorithm with the objective to to improve the
response quality to accomplish the expected QoS with fewer resources or
to achieve a better QoS with the same amount of resources. Tumanov et
al. [66] investigated scheduling issues for MCC applications with various re-
source needs. Two constraints are considered: hard constraints for which
the resource requirement must be achieved and soft constraints for which the
resource requirement is satisfied on a best effort basis. The utility theory
is being used as a tool for resource scheduling to satisfy hard constraints
while maximizing the probability of satisfying soft constraints. Shen et al.
designed CloudScale [67] for scalable, elastic resource management. Cloud-
Scale monitors VMs in CPU, memory, disk I/O usage, and also tracks SLO.
CloudScale allocates CPU and memory cycles utilizing the Xen credit sched-
uler and the setMemoryTarget API, respectively. The resource usage history
is used for predicting short-term resource demands and scheduling conflicts.
A migration-based schedule conflict handler determines the VM migration
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decision.

The difficulty of achieving scalability and elasticity stems from highly
heterogeneous workloads, highly dynamic demands for resources, poorly pre-
dicted resource utilizations, and a high variability of resource preferences
and constraints among heterogeneous service classes in MCC applications.
Reiss et al. [99] analyzed Google traces and discovered that real-world work-
loads tend to be very heterogeneous as opposed to homogeneous as frequently
assumed in existing work. Thus, a research challenge in scalability and elas-
ticity is to first model and validate traffic models for MCC applications and
then devise and validate resource management and real-time scheduling al-
gorithms using traffic models most suitable for specific MCC applications.

4.4 Security

Before convincing more mobile users to run MCC applications, many security
issues must be resolved. On the cloud side, it is a must to make sure a user
accessing cloud resources is the one it claims to be. Cloud servers must be
secure themselves and protect data from intrusion. On the user side, a mobile
user needs to authenticate the cloud; that is, the cloud is the one it claims
to be; secondly, it needs assurance of data/code integrity; third, it needs
assurance that the user application will run only with permission.

4.4.1 Authentication

The foremost security challenge for MCC applications is authentication. Au-
thentication is bidirectional, i.e., the mobile client must authenticate to the
cloud (called mobile-to-cloud authentication) and the cloud must authenti-
cate to the mobile client (called cloud-to-mobile authentication).

In the literature, Harbitter et al. [68] analyzed the performance of
Kerberos-based mobile-to-cloud authentication with a proxy created between
the mobile client and the cloud. They discovered that the proxy is a perfor-
mance bottleneck. Another problem of Kerberos-based authentication is its
vulnerability to attacks due to password only protection. Al-Muhtadi et al.
[69] investigated a mobile-to-cloud authentication framework for ubiquitous
computing environments using wearable devices, such as active badges, smart
jewelry, smart watches, and biometrics. This provides a better protection for
authenticating a mobile user’s identity than password only protection. Fo-
cusing on both security and usability, Bonneau et al. [70] investigated web
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authentication. Since the end user tends to carry more than one mobile de-
vices, they proposed an authenticating scheme by which the same password
may be used for several devices, as long as one of them passes authentication.
The password is encrypted by a master password which is stored in the cloud
and is effective for all other devices belonging to the same end user. The merit
of this protocol is usability. However, protecting the secrecy of the master
password is a vulnerability. OpenID [71] is another mobile-to-cloud authen-
tication protocol by which a server asks for other available servers to serve as
trusted identity servers to authenticate mobile users. OpenlD possesses the
advantage of usability but not security. It is subject to cookie stealthy and
phishing attacks. Phoolproof [72] is another authentication protocol with-
out the need of a trusted third party. It is specifically designed for mobile
banking applications utilizing PKI technology based on the assumption that
mobile devices are operated by the intended mobile users.

All prior work cited above is for mobile-to-cloud authentication. While
the literature is abundant in mobile-to-cloud authentication protocol design,
there is little research done in cloud-to-mobile authentication. This deserves
more research attention as MCC authentication must be bidirectional.

4.4.2 Authorization

Another major security issue for MCC applications is authorization. Au-
thorizing an application to access user data without releasing the user’s cre-
dential can save energy of mobile devices and reduce data transportation
overhead. OAuth 2.0 with single sign-on (SSO) [73] is widely applied in
Google, Facebook and Twitter. Prior studies [74, 75, 76] have verified its se-
curity. Hammer-Lahav [77] reveals that OAuth 2.0 without signature is risky
for users when sending the request to a wrong server. Miculan et al. [7§]
and Shepard [79] analyzed the implementation of OAuth in Facebook. Paul
[80] analyzed the misuse of OAuth 2.0 in Twitter. Sun et al. [74] studied
its vulnerability by tracing SSO credentials. They discovered that the access
token embedding scope and timeout information for authorization is subject
to copying attacks. That is, if another entity has a copy, it will be authorized
to accessing user data.
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4.4.3 Data/Code Integrity

A classic method for securing data integrity is to store encrypted data on
the remote server. It is feasible for a desktop computer to encrypt data
before uploading it to the cloud. However, due to the computation cost for
running the encryption algorithm, it is not practical to encrypt data on a
smartphone. van Dijk et al. [81] developed a protocol allowing a mobile
user to encrypt and store data in the cloud. The mobile user needs to store
the encryption key on the cloud and upload the plaintext to the cloud for
encryption. The user data is divided into equal length blocks, each being
encrypted using the encryption key provided, and an image is made out of
each encrypted block. A mobile user verifies whether its data are encrypted
properly by randomly selecting a block and challenging the cloud server to
return the image of the block selected as a response. If the cloud server
can return the image of the data block requested within a timeout interval
and the returned image matches with that locally computed by the mobile
device, then the mobile user considers its data as having been encrypted
properly. The timeout interval is the maximum amount of time needed for
the cloud server to transmit the image of the requested block to the mobile
user, which is much smaller than the time for performing encryption of the
data block selected anew and generating an image out of the encrypted data
block. The problem with this approach is that it may be difficult to define
a proper timeout interval as many factors (e.g., limited wireless bandwidth)
may affect the wireless transmission time.

A mobile client also must ensure the application code running on the cloud
is indeed the same application code it authorizes the cloud to run (called code
integrity). There is little research work reported in the literature regarding
code integrity. For computation/code offloading, code integrity is essential
to ensure the correctness of application execution. Techniques based on code
attestation [82] may be applicable for this research avenue.

4.5 Cloud Pricing

Cloud pricing is specific to cloud computing. Since users can request more
resources by paying more, cloud pricing can affect cloud service disciplines
and admission policies.

Several cloud pricing schemes have been proposed in the literature, par-
ticularly in bidding for VMs (for VM migration) to increase the service
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provider’s profit [83, 84, 85] and/or to minimize the user’s cost [86, 87]. Za-
man et al. [83] developed a dynamic VM provisioning and allocation scheme
based on auctioning/bidding. Wang et al. [84] studied cloud capacity seg-
mentation with a hybrid pricing scheme base on Amazon EC2 [100]. EC2
offers three kinds of pricing schemes: pay-as-you-go (fixed pricing), the spot
market (dynamic pricing), and subscription. Utilizing an auctioning model
where bidders can periodically bid for resources and use them as long as
needed, they discovered that the provider’s revenue will be higher under the
spot market pricing scheme. Lampe et al. [85] used linear programming to
solve the problem of Equilibrium Price Auction Allocation (EPAAP) with
two constraints: the provider has to set up specific equilibrium prices for
VMs and allocate the VMs to winning bidders. The objective function is the
provider’s profit calculated by the revenue earned from serving winning bid-
ders minus the cost for VM migration. Zafer et al. [86] designed a VM spot
bidding policy by which the bidding price is compared with the realtime spot
price for a VM. The provider can terminate the VM whenever the bidding
price is less than the realtime spot price. The user can continue to bid for
a new VM. Tang et al. [87] utilized a constrained Markov decision process
to decide optimal pricing that will result in the lowest cost with acceptable
reliability. Liet al. [88] designed a pricing mechanism for a cloud bank under
which several providers provision IaaS. They developed a game theoretical
approach with three participants: resource providers, the cloud bank, and
resource consumers. The resource providers and cloud bank have their own
profit functions based on cloud bank bargaining prices to resource providers
and consumers. The cloud bank deposits resources as rewards to resource
providers and rents resources to consumers, such that the best bargaining
price exists to minimize the total cost.

Summarizing above, the literature is abundant in cloud service pricing.
The approaches used for determining optimal pricing range from auction-
ing/bidding, game theory, to linear programming to maximize the service
provider’s profit and/or to minimize the mobile user’s cost in terms of the
VM migration cost, computation cost, network cost, and energy cost. How-
ever, existing work cited above is theoretical in nature. A further research
direction is to validate theoretical results with empirical studies using real
traces as input.

Another future research area is to analyze the effect of pricing changes to
input traffic to the cloud so that the system can adjust optimal pricing peri-
odically as opposed to adopt dynamic pricing (e.g., the spot market scheme)
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which is disturbing to end users. The approach proposed by Yilmaz et al.
[101, 102] utilizing call admission control for pricing optimization may be
applicable in this research avenue.

5 Conclusion

In this paper we discussed perspectives and challenges of migrating from mo-
bile computing to mobile cloud computing. We surveyed existing and spec-
ulated future generation mobile cloud computing applications. We identified
five major challenges, namely, code/computation offloading, task-oriented
cloud services, elasticity and scalability, security, and cloud pricing, for build-
ing the next generation mobile cloud computing applications. We provided
a survey of existing solutions toward each of these challenges and suggested
future research directions. Lastly, we note that trust management to support
mobile cloud computing is a totally unexplored area, especially for an ad hoc
mobile cloud comprising mobile nodes as resource providers without involv-
ing a remote cloud. A future research direction is to apply and possibly
combine existing trust management techniques for cloud computing [103],
social networks [104], mobile ad hoc networks [105, 106], sensor networks
(107, 108], and delay tolerant networks [109] into one that can best enhance
security and service quality assurance of mobile cloud computing.
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