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Abstract

We propose and analyze a hierarchical agent-based secure and re-
liable multicast (HASRM) algorithm for efficiently supporting secure
and reliable mobile multicast in wireless mesh networks, with design
considerations given to minimize the overall network cost incurred by
reliable multicast packet delivery, mobility management, security key
management, and group membership maintenance. HASRM dynam-
ically maintains a group of multicast agents running on mesh routers
for integrated mobility and multicast service management and lever-
ages a hierarchical multicast structure for secure and reliable multicast
data delivery. The regional service size of each multicast agent is a
key design parameter. We show via model-based performance analysis
and simulation validation that there exists an optimal regional service
size that minimizes the overall communication cost and the optimal
regional service size can be dynamically determined. We demonstrate
that HASRM under optimal settings significantly outperforms tra-
ditional algorithms based on shortest-path multicast trees extended
with user mobility, security, and reliability support. We also show
that a variant of HASRM is superior to a recently proposed multicast
algorithm for secure group communication in wireless mesh networks.
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1 Introduction

Wireless mesh networks are widely regarded as a cost-effective solution for
next generation last-mile wireless Internet access. A wireless mesh network
(WMN) consists of two types of components: wireless mesh routers (MR)
and mesh clients (MC) [1]. MRs typically form a static mesh networking
infrastructure called a wireless mesh backbone serving MCs that are end-
user mobile devices with wireless access capability. A WMN is also typically
interconnected with the Internet through a gateway, which is a special MR
that performs the gateway/bridge function.

Group communications based on multicasting is expected to be a com-
mon communication paradigm in WMNs, due to the broadcasting nature
of wireless communications and the community-oriented nature of WMNs
[2]. In this paper, we investigate the problem of supporting secure and reli-
able mobile multicast services in WMNs, and propose an efficient algorithm
called Hierarchical Agent-based Secure and Reliable Multicast (HASRM).
We identify the following requirements that HASRM must fulfill:

• The algorithm must take security measures to ensure that only authen-
ticated members in a multicast group have access to the multicast data
at any time. Particularly the algorithm must guarantee forward secrecy
and backward secrecy. Secure multicast has received intensive attention
due to its importance to group communications. It is particularly crit-
ical in WMNs because of the openness of wireless communications.

• The algorithm must handle failures of unreliable wireless links effi-
ciently to guarantee that all group members receive each multicast
packet. This guarantee is necessary for applications that require reli-
able multicast services, e.g., electronic newspaper and magazine deliv-
ery, and multi-site business data distribution.

• The algorithm must handle user mobility efficiently and support mo-
bile multicast such that group members can receive multicast data when
they move and change their locations (in terms of serving MRs) fre-
quently. User mobility support is critical in WMNs because MCs, which
are end-user mobile devices, can have frequent movement.

The most salient feature of HASRM is that it addresses integrated user
mobility, secure and reliable multicast service management. To the best of
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our knowledge, HASRM is the first multicast algorithm proposed for WMNs
that provides both security and reliability support to mobile users. HASRM
follows the design principle of integrated mobility and service management
for network cost minimization, and is designed for providing secure and reli-
able multicast services to mobile users in WMNs, explicitly taking the effect
of user mobility into consideration. We emphasize integrated mobility and
service management for network cost minimization for the following reasons:

• User mobility can have a significant impact on multicast service man-
agement. For example, the group multicast tree may need to be up-
dated from time to time to maintain its structural properties when
group members are mobile.

• Performance optimization that only takes multicast service manage-
ment itself into consideration may adversely lead to excessive overhead
when users are mobile.

• Minimizing the overall network cost incurred has positive impact on
other performance metrics, such as throughput, delay, packet delivery
ratio, etc.

HASRM is a decentralized hierarchical algorithm [3] by which a single
multicast group is divided into subgroups managed locally by entities called
multicast agents (MA). Rekeying of security keys and group membership
management are largely localized within the service region of an MA. An
MA is an MR that besides being a regular wireless mesh router, also acts as
a point of regional registration for integrated mobility and multicast service
management following the design idea of micro-mobility management [4, 5,
6, 7, 8]. A multicast group member at all time is associated with a single
MA, but changes its MA and thus moves to another service region from time
to time based on its mobility and multicast service characteristics. On the
other hand, an MA may service multiple members simultaneously. HASRM
dynamically determines the optimal regional service size of an MA (i.e., the
number of MRs covered by the MA) that minimizes the overall network cost,
based on the multicast group service characteristics and group dynamics in
terms of member mobility and membership changes. HASRM achieves cost
minimization by balancing the tradeoff between the cost for reliable multicast
data delivery vs. the signaling cost for security, group membership, and
mobility management tasks.
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We develop a mathematical model based on stochastic Petri nets [9, 10,
12, 13, 14, 15, 16, 17] to analyze the performance of HASRM with simulation
validation, focusing on the effect of key parameters on the performance of
HASRM. We demonstrate that HASRM under optimal settings (which can
be derived dynamically using the proposed analytical model) significantly
outperforms traditional algorithms based on shortest-path multicast trees
extended with user mobility, security, and reliability support. We also com-
pare HASRM with a recently proposed protocol framework for secure group
communication in WMNs, called Secure Group Overlay Multicast (SeGrOM)
[2]. We choose SeGrOM because it is also a hierarchical decentralized mul-
ticast algorithm based on a two-tier multicast structure. Like HASRM, it
handles member mobility and dynamic group membership with decentral-
ized management. We show that HASRM is superior to SeGrOM in terms
of the overall network cost incurred by multicast data delivery, security key
management, mobility management, and group membership management.

This paper extends from [18] which considers only secure multicast sup-
port. In this paper, HASRM is redesigned to also provide reliable multicast
services to guarantee that all group members receive each multicast packet
without unduly delay. The performance model developed in this paper thus
considers integrated secure and reliable multicast service management. More-
over, a comparative analysis of HASRM against existing approaches as well
as a sensitivity analysis of design parameters are conducted in this paper with
simulation validation. We also discuss the practicality and implementation
of HASRM on real mobile devices in this paper.

The remainder of this paper is organized as follows. Section 2 surveys
existing work on secure and reliable multicast in wireless networks (including
WMNs). Assumptions and system design goals in security and reliability are
introduced in Section 3. Section 4 gives a detailed introduction to HASRM.
In Section 5 we develop an analytical model for evaluating the performance of
HASRM. Performance analysis and detailed comparison results are presented
in Section 6 and Section 7. Section 8 presents simulation results. Issues
related to the implementation of HASRM on real mobile devices are discussed
in Section 9. The paper concludes with Section 10.
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2 Related Work

There is a large body of existing work on supporting multicast services for
mobile hosts in Mobile IP networks. The IETF Mobile IP specification [19]
defined two standard approaches for supporting mobile multicast, namely, re-
mote subscription (RS) and bi-directional tunneling (BT). In RS, whenever
a mobile node (MN) enters into a foreign network, it performs a subscription
to its multicast group in the foreign network. In this way, the optimal paths
for multicast packet delivery are maintained in the presence of dynamic mul-
ticast group membership and topology due to membership changes and user
mobility. A major drawback of RS is the large signaling overhead for multi-
cast group subscription and multicast tree reconstruction. In BT, multicast
packets are first intercepted by the HA of the MN, and subsequently deliv-
ered from the HA to the MN via standard Mobile IP tunnels. The advantage
of BT is that the signaling overhead for multicast group subscription and
multicast tree reconstruction is avoided. A major disadvantage, however, is
that the paths for multicast delivery in BT are generally far from optimal.

Both RS and BT have advantages and disadvantages that are comple-
mentary. Based on the idea that the advantages of the two basic approaches
can be combined to offer better efficiency and scalability, various hybrid ap-
proaches [20, 21, 22] have been proposed. RMMP [23] is a protocol that
provides reliable multicast services in Mobile IP networks. RMMP is derived
from the RS approach, and instead of requiring an MN to re-subscribe to the
multicast group whenever it moves to a new foreign network, it requires the
foreign agent to join the multicast group and aggregate feedbacks from MNs
in its affiliated subnet.

Despite that a handful of algorithms exist for supporting mobile multicast
services in Mobile IP networks, these algorithms cannot be applied to WMNs
directly without major modification and performance penalty. For example,
the lack of centralized management facilities such as home/foreign agents in
Mobile IP networks makes these algorithms not directly applicable to WMNs,
as argued in [1].

The research of multicast algorithms in WMNs is still in its infancy. Very
recently a few multicast protocols have been proposed [24, 25, 26, 27], focus-
ing on algorithms for multicast tree construction for maximizing the multi-
cast throughput. Algorithms proposed for secure group communications in
WMNs [28, 29, 30] generally considered the issues related to secure group key
distribution and group key agreement. In [28], a method was proposed for
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designing multicast key management trees that match the network topology
to reduce the communication overhead associated with rekeying. A band-
width efficient key tree management scheme was proposed in [29], focusing
on assignment of key encryption keys (KEK) to newly joining members to
reduce the bandwidth consumption. Group key agreement in WMNs was
studied in [30] by comparing three different group key agreement protocols.
Pacifier [31] is a recently proposed multicast protocol for WMNs that targets
high throughput and reliability. Pacifier maintains an efficient multicast tree
for tree-based opportunistic multicast routing to achieve high throughput,
and utilizes intra-flow network coding to achieve high reliability.

To the best of our knowledge, none of these algorithms considered user
mobility support and the implication of user mobility on multicast tree main-
tenance, reliable multicast data delivery, security key management, and per-
formance optimization. Unlike existing algorithms, HASRM is designed for
mobile users in a WMN who may have high mobility. HASRM takes into
account the effect of user mobility on secure and reliable multicast service
management using an integrated design and a performance measure that
combines the cost for multicast service management and the signaling cost
for mobility management.

Hierarchical reliable multicast (HRM) [32] refers to reliable multicast al-
gorithms that partition a multicast group into subgroups and employ a proxy
in each subgroup that manages reliable multicast locally. A proxy is responsi-
ble for caching multicast data packets, collecting feedbacks from the multicast
receivers, and locally retransmitting data packets in case of losses. HASRM
can be considered as an instance of HRM algorithms. Unlike the work in
[32], which focuses on optimizing the placement of a fixed number of static
proxies on a multicast tree, HASRM dynamically determines the optimal
regional service size of an MA (similar to a proxy) to minimize the network
cost.

3 Assumptions and Design Goals

We consider a multicast group that has a single source and dynamic group
topology and membership in a WMN. The multicast source can be either a
host in the Internet or an MC within a WMN. If the multicast source is an
MC within a WMN, the backbone multicast tree is rooted at the source. On
the other hand, if the source is a host in the Internet, the backbone multicast
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tree is rooted at the gateway, as multicast packets will first be routed to the
gateway which is responsible for delivering them to the group members.

The multicast group is dynamic with respect to group member locations
because of user mobility and group membership because of member join and
leave events. A multicast group may have high group dynamics in terms of
both member locations and group membership, as reflected by the relevant
parameter values given in Section 6. The multicast source on the other hand
is assumed to be static.

Within the lifetime of a multicast group, a member may join or leave the
group at arbitrary time. We assume that group member join and leave events
can be modeled by Poisson processes with rates of λ and µ, respectively. That
is, the inter-arrival and inter-departure times are exponentially distributed
with averages 1/λ and 1/µ, respectively. We further assume that λ and µ
have about the same value such that the multicast group size remains stable
over time.

We assume that each MR possesses a pair of public/private keys and a
public-key certificate that contains the identifier of the MR and its public
key. There exists a central certificate authority (CA) in the WMN that
is responsible for managing MR certificates. The gateway also stores the
certificates and uses the public key of an MR to encrypt information (e.g.,
group key) to be sent to the MR.

We assume that the probability p of packet losses due to wireless link
failures is known. HASRM achieves reliable multicast data delivery through
NAK-based retransmissions [33]. Our failure model is mainly concerned with
losses of multicast data packets due to mobility and unreliable wireless links.
Failures of MRs are considered rare relatively to wireless link failures and are
not treated.

The central security goal of HASRM is to provide data secrecy via en-
cryption to protect multicast data from unauthorized access by adversaries
outside the multicast group. Our security attack model considers only out-
side attackers. We do not consider insider attacks from entities within the
multicast group. Specifically, HASRM needs to satisfy the forward and back-
ward secrecy properties, i.e., it is computationally infeasible for a client to
decrypt and read multicast data sent before it joins or after it leaves the
multicast group. These two properties ensure that only authorized clients
with a valid group membership have access to multicast data.
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4 Hierarchical Agent-based Secure and Reli-

able Multicast

HASRM employs a two-level hierarchical multicast structure. At the upper
level of the hierarchy is a backbone multicast tree, which is a source-rooted
multicast tree connecting MRs that serve as MAs. The tree is updated when
an MA joins or leaves due to user mobility and group membership changes.
HASRM dynamically maintains a group of MRs serving as MAs for inte-
grated user mobility and secure and reliable multicast service management.
Each multicast group member is registered with and serviced by an MA from
which it receives secure and reliable multicast service. The member also re-
ports its updated location information to the MA, whenever it moves and
changes its serving MR. Each MA maintains a table that stores the up-to-
date location information (the address of the current serving MR) of each
multicast group member it currently services.

An MA and those members it services essentially form a local multicast
group at the lower level of the hierarchy. Each MA services a region covering
a number of MRs. The regional service size of an MA is a key parameter
controlling the tradeoff between the packet delivery cost and the signaling
cost for various management tasks. There exists an optimal regional service
size that minimizes the overall communication cost. We model the optimal
regional service size by the optimal threshold for the number of hops a mem-
ber can be away from its MA, denoted by Hoptimal. This optimal threshold
can be determined using the analytical model developed in Section 5. Let H
and Hoptimal denote the threshold and the optimal threshold, respectively.

4.1 Security Key Management

Each multicast group member shares a pair-wise secret key Ku with its MA,
which uses the key to securely deliver multicast packets to the member. Ku

can be established using the Diffie-Hellman (DH) key exchange protocol [34].
Whenever the member changes its MA due to its mobility, a new Ku shared
with the new MA is generated. The source and the group of MAs share a
group key Kg for data encryption that is used to transmit multicast packets
securely from the source to the MAs through the backbone multicast tree.
To guarantee forward secrecy and backward secrecy, Kg must be updated
every time an MA joins or leaves the backbone multicast tree.
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• MA join: When an MA joins the backbone multicast tree, the old
group key Kg is discarded and a new key K ′

g is generated to ensure
forward secrecy. The source and MAs currently in the multicast group
generate K ′

g in a distributed way by applying a one-way hash function
h to Kg, i.e., K ′

g = h(Kg) [35]. Because the newly joining MA does
not possess Kg, it cannot generate K ′

g using this method. Instead, the
source securely sends K ′

g to the MA using its public key.

• MA leave: When an MA leaves the backbone multicast tree because it
no longer services any multicast group member, Kg needs to be updated
to offer backward secrecy. The source generates a new shared group
key K ′

g using the key tree approach [36] and distributes the key utilizing
PKI to all MAs excluding the one that is leaving via rekey messages
[36].

Table 1 summarizes the various security keys used in HASRM. HASRM
uses conventional symmetric encryption and the DH protocol for key ex-
change to avoid the overhead associated with public-key encryption at the
expense of the communication cost for key exchange. Considering that the
packet rate is typically much higher than the mobility rate, the saving in the
encryption/decryption cost is significant.

Table 1: Security keys used in HASRM.

Key Meaning
Kg The group key shared by the source and the group of MAs
Km The public key of an MA
Ku The pair-wise secret key shared between a multicast group

member and its MA

4.2 Reliable Multicast Data Delivery

The procedure for multicast data delivery when no failures of wireless links
present is straightforward. The source first encrypts the packet using the
group key Kg, and disseminates the encrypted packet to the subgroups (MAs)
through the backbone multicast tree. Each MA, upon receiving the encrypted
packet, decrypts the packet using the group key Kg, and re-encrypts the
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packet using the pair-wise key Ku with a group member it serves in its service
region, and then sends the new encrypted packet to this group member.
The group member finally decrypts the packet using the pair-wise key Ku

shared with its MA. Therefore, a complete multicast transmission from the
source to a group member is a two-stage process and involves two pairs of
encryption/decryption operations.

Figure 1: NAK-based retransmissions.

In the presence of failures of wireless links that cause multicast data
packet losses, error recovery based on retransmissions is necessary to provide
reliable multicast data delivery. Specifically, HASRM uses NAK-based re-
transmissions [33], i.e., a group member sends a negative acknowledgement
when it missed a multicast data packet. Multicast data packet losses can be
detected using gaps in the sequence numbers, as illustrated in Fig. 1. The
following error recovery procedure is executed in case of packet losses:

• At the lower level of the hierarchy, when a multicast group member de-
tects a multicast data packet loss, it sends a negative acknowledgement
to its MA. The MA retransmits the lost packet to the group member
when it receives the acknowledgement. Fig. 1 illustrates NAK-based
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retransmissions at the lower level of the hierarchy. Therefore, multi-
cast data packet losses occurring at the lower level of the hierarchy
are handled locally within the service region of each MA. In addition,
the MA discards a buffered data packet after a maximum period of
time for late negative acknowledgements to arrive and it also aggre-
gates acknowledgements to limit acknowledgement implosion, so as to
save bandwidth.

• At the upper level of the hierarchy, when an MA detects a gap in the
sequence numbers, i.e., a multicast data packet loss, it sends a negative
acknowledgement to the source. The source needs to retransmit the lost
packet to the MA upon receiving the acknowledgement. Two options
are available for retransmissions [32]:

– Multicast : the source retransmits the lost multicast packet by
multicasting the packet to all MAs, regardless of whether they
have already successfully received the packet or not.

– Unicast : the source individually retransmits the multicast packet
to each of the MAs that experienced the loss. MAs that success-
fully received the original packet will not receive the retransmitted
one.

Which option is better depends on the loss probability of wireless links.
If the loss probability is high, such that the number of MAs experiencing
losses are relatively large, the multicast option is better because the
signaling overhead of individual unicast will be significant. On the
other hand, if the loss probability is not significantly high, the unicast
option is better. In this paper, we will only consider retransmissions
based on unicast at the upper level of the hierarchy.

The lower level always uses unicast routing for multicast delivery from an
MA to the group members associated with it. The reasons of using unicast
routing at the lower level are as follows:

• The optimal service region size of an MA can be quite diverse for dif-
ferent group members depending on their diverse mobility and service
characteristics. The result is that the wireless broadcast advantage is
no longer valid, given that group members associated with the same
MA (typically not a large number) can be highly dispersed in a large
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service area around the MA. Consequently, the overhead of multicast
routing can be considerably high. Thus, using broadcast routing at the
lower level can adversely affect the communication cost.

• Using unicast routing at the lower tier eliminates the need for multicast
tree maintenance at the lower level and simplifies mobility management.
The need for mobility management as well as multicast tree mainte-
nance would be frequent if multicast routing is used at the lower level,
as multicast group members may have high mobility. If unicast routing
is employed at the lower level, the overhead of multicast tree mainte-
nance and multicast group membership management at the lower level
would be completely eliminated. The saving can be significant, consid-
ering that group members can have high mobility and that the number
of multicast groups at the lower level can be potentially large.

• Using unicast routing at the lower tier significantly reduces the over-
head for error recovery from data packet losses at the lower tier. When
a multicast member detects a data packet loss, it would send a negative
acknowledgement to its MA. The MA would process the acknowledge-
ment locally by retransmitting the lost packet to the member through
unicast, without having to broadcast to all members under it through
multicast.

In Section 7, we perform a comparative analysis of HASRM with SeGrOM
[2], a hierarchical decentralized multicast algorithm based on a two-tier mul-
ticast structure, with simulation validation in Section 8 to justify our design
choice.

It is also worth emphasizing that source-based retransmissions are only
used at the higher level when an MA detects a data packet loss. At the
lower level, however, multicast data packet losses and retransmissions are
handled locally within the service region of each MA. As discussed above,
when a multicast member detects a data packet loss, it would send a negative
acknowledgement to its MA. The MA would process the acknowledgement
locally by retransmitting the lost packet to the member, without relaying it
to the source. Considering that the number of multicast group members is
much larger than that of the MAs, this approach can significantly reduce the
burden on the source.
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4.3 Dynamic Group Membership Management

4.3.1 Member Join

To join a multicast group, an MC first selects a serving MR among all MRs
within the wireless transmission range, say, based on the wireless link quality,
and sends a join request to the selected MR. If the MR is not yet a part of
the backbone multicast tree, it joins the backbone multicast tree by sending
a join request to the source. The source computes a shortest path to the
MR and sends a join acknowledgement along the path back to it. Any inter-
mediate MR on the path that is not a node on the backbone multicast tree
automatically becomes an on-tree node when it receives the join acknowl-
edgement. The MR forwards the acknowledgement to the MC, confirming
that it becomes a new member of the multicast group. When joining the
multicast group, the MC executes the DH protocol with the new serving MR
to generate a new Ku.

4.3.2 Member Leave

To leave a multicast group, a member has to notify its MA. After the member
leaves, the MA may no longer service any multicast group member, and
therefore it needs to be removed from the backbone multicast tree. The
leaving member sends a leave request to its MA, which responds with a leave
acknowledgement as a confirmation. If the MA needs to remove itself from
the backbone multicast tree because it no longer services any group member,
it forwards the leave request to the source, which then updates the backbone
multicast tree and sends the MA an acknowledgement.

4.4 Mobility Management

In HASRM, when a member moves and changes its serving MR, the follow-
ing procedure is executed to handle mobility and backbone multicast tree
management:

• The member associates with the new serving MR by sending an asso-
ciation request to it. The MR responds with an association acknowl-
edgement.

• If the new serving MR is not an MA and is within the service region of
the member’s MA, the member reports the serving MR change to its

13



MA by a location update message. If the new serving MR is already an
MA, the member switches to the new MA and starts receiving multicast
packets from the new MA.

• If the new serving MR is H hops away from the member’s current
MA, the threshold is reached and the new serving MR sends a join
request to the source to join the backbone multicast tree and becomes
the member’s new MA.

• The member executes the DH protocol to generate a new key Ku when
it associates with the MA.

• After being associated with the new MA, the member sends a deas-
sociation request to its old MA, which responds with a deassociation
acknowledgement. If the member’s old MA no longer services any mem-
ber, it removes itself from the backbone multicast tree by sending a
leave request to the source.

5 Performance Model

In this section, we develop a stochastic Petri net (SPN) model for analyzing
the performance of HASRM. Table 2 lists the parameters and their physical
meanings used in performance modeling and analysis. The physical meaning
of the mobility rate denoted by σ is the average number of serving MR
changes made by a multicast group member per time unit. The time unit
used in this paper is second. If a group member moves and changes its serving
MR once every 10 minutes, its mobility rate is 1

600
. The physical meanings

of other parameters are clear from the context.
We assume that the WMN has a two-dimensional n × n structure with

wraparound on the boundary such that each MR has exactly four neighbors,
as illustrated in Fig. 2. A multicast group member can move from its serving
MR randomly to any of its four neighbors with equal probabilities. The
average unicast path length denoted by α in this n× n mesh network model
is given as α = 2n

3
.

We model the process of arrival and departure of M multicast group
members to and from an MR using an M/M/∞/M queue. Fig. 3 depicts
the Markov chain for the M/M/∞/M queueing model. The probability P0
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Table 2: Parameters and their physical meanings.

Parameter Physical meaning
σ the mobility rate
λp the multicast packet rate
λ the rate of member join events
µ the rate of member leave events
M the multicast group size
n the dimension of the WMN
α the average unicast path length of the WMN
ω the arrival rate of a single member to an arbitrary MR
PMA the probability that an arbitrary MR is also an MA
P0 the probability that an MR is not covering any member
P1 the probability that an MR covers exactly one member
PMA

1
the probability that an MA services exactly one member

NMA the number of MAs
T the multicast tree size in terms of the total number of tree

nodes
κ the multicast scaling factor
p the loss probability of wireless links
Ph the probability that a multicast data packet is successfully

delivered along the path to a multicast group member from
its MA which is h hops away

Eh the expected number of retransmissions needed for an MA to
deliver a multicast packet to a group member which is h hops
away

L the expected hop distance from the source to an MA
PL the probability that a multicast data packet is successfully

transmitted from the source to an MA which is L hops away
EL the expected number of retransmissions needed for the source

to disseminate a multicast packet to an MA which is L hops
away
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Figure 2: An n × n mesh network model.

Figure 3: The Markov chain modeling the process of arrival and departure
of M multicast group members to and from an MR.

that an MR is not servicing any group member and the probability P1 that
an MR services one member can be derived using the queueing model as:

P0 = (1 − 1

n2 )
M

P1 = M
n2 (1 − 1

n2 )
M−1

(1)

It can be shown that, given the distance threshold H, the number of MRs
covered by the service region of an MA (an example is given by the dotted-
line-bounded area in Fig. 2) on average is 2H2 − 2H + 1. The probability
PMA that an arbitrary MR is an MA is therefore given by:

PMA =
1

2H2 − 2H + 1
(2)

An MA services exactly one member if all the MRs within its service
region service just one member. Therefore, the probability P MA

1
that an MA

services exactly one member can be calculated as:

PMA
1

=

(

2H2 − 2H + 1

1

)

· P 2H2
−2H

0
· P1 (3)
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At the upper level of the hierarchy, the number of MRs comprising the
backbone multicast tree can be derived using the following method. First,
the ratio of the total number of multicast links (among MRs) on the tree
denoted by Lm over the average unicast path length of the network denoted
by α is given by a power-law [37, 38] as follows:

Lm

α
= Rκ ⇒ Lm = α · Rκ (4)

where κ is the multicast scaling factor, and is found to be close to 0.7 [37]. R
denotes the number of leaves on the multicast tree, i.e., the number of MAs,
and is calculated as:

R = NMA = PMA · N (5)

Given Lm, the total number of MRs (including the MAs) on the backbone
multicast tree denoted by T is given as:

T = Lm + 1 = α · (NMA)κ + 1 (6)

A multicast data packet is successfully delivered along the path from the
MA to the member only if no links on the path lose the packet. Thus, the
probability Ph that a multicast data packet is successfully delivered along
the path to a multicast group member from its MA which is h hops away is
calculated as follows:

Ph = (1 − p)h (7)

where p is the per-hop wireless link loss probability. Given Ph, the expected
number of retransmissions needed for an MA to deliver a multicast packet to
a group member which is h hops away, i.e., Eh, can be calculated as follows:

Eh =
1

Ph

=
1

(1 − p)h
(8)

The expected hop distance L from the source to an MA is calculated as
the average length of paths from the source to the MAs, i.e., the average
depth of the MAs (leaves) on the backbone multicast tree. Given that the
number of tree nodes is T and let d denote the degree of inner nodes, L can
be calculated as follows, assuming a perfectly balanced backbone multicast
tree:

L = logd T (9)

17



Given L, the probability PL that a multicast data packet is successfully
transmitted from the source to an MA which is L hops away from the source
is given by:

PL = (1 − p)L (10)

The expected number of retransmissions EL needed for the source to
disseminate a multicast packet to an MA is given as follows:

EL =
1

PL

=
1

(1 − p)L
(11)

Figure 4: The SPN model for HASRM.

Here we present the SPN model for analyzing the performance of HASRM
and particularly for determining the optimal threshold Hoptimal. Fig. 4 shows
the SPN model for describing the behavior of a single group member. An
SPN model consists of places, tokens, and transitions (for modeling events).
Table 3 explains the meanings of places and transitions defined in the SPN
model. Here mark(P) is a function that returns the number of tokens in place
P. A token in this model represents a location change, i.e., a change of the
serving MR of the group member. The underlying model of our SPN model
is a semi-Markov chain, which when solved, yields the probability that the
group member is in a particular state. Below we explain how the SPN model
is constructed.

• The event of member movement is modeled by transition Move, the
transition rate of which is σ. When the member moves to and is asso-
ciated with a new MR, a token is put into place Movement.
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Table 3: The meanings of places and transitions defined in the SPN model
for HASRM.

Symbol Meaning
Movement mark(Movement)=1 means that the member moves to a new

MR
Hops mark(Hops) returns the number of hops the member is

away from its MA
Move A timed transition modeling the movement of the member
MC2MA A timed transition modeling the regional location registra-

tion event
Join A timed transition modeling that the new serving MR joins

the multicast tree and becomes a new MA
Reset A timed transition modeling the event triggered when the

new serving MR is already an MA
H The threshold for the number of hops a member can be

away from its MA

• The new MR may be either an ordinary MR or an MA. The SPN model
distinguishes between these cases using two immediate transitions P1
and P2 associated with probabilities 1 − PMA and PMA, respectively.

• In the first case that the new MR is not an MA, the member reports its
new location to its MA. The event is modeled by transition MC2MA.

• After transition MC2MA is fired, a token is put into place Hops. The
number of tokens denoted by mark(Hops) in place Hops represents the
number of hops the member is away from its MA.

• When the number of tokens in place Hops reaches H, i.e., mark(Hops) =
H, transition Join is fired, modeling that the new MR joins the back-
bone multicast tree and becomes the new MA for the member. The
firing of transition Join resets the number of hops away from its cur-
rent MA to zero. This is modeled by consuming all the tokens in place
Hops.

• In the second case that the new MR is an MA, the member registers
with the new MA, and the new MA replaces its old MA. This is modeled
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by transition Reset, the firing of which consumes all the tokens in place
Hops.

We use the average total communication cost incurred per member per
time unit as the metric for performance evaluation and analysis. We de-
fine the total communication cost as the total number of hops of wireless
transmissions incurred. For example, the service cost incurred per multicast
packet delivery per member is given by the average number of hops traveled
per packet from the source to any member. The reason we use this cost
as the performance metric is that it reflects the network traffic load and,
consequently, directly impacts traditional performance measurements such
as throughput and latency.

Using the above metric, the average total communication cost incurred
per member per time unit by HASRM, denoted by CHASRM , includes the cost
for reliable multicast packet delivery, the cost for mobility management, the
cost for security key management, and the cost for group membership man-
agement. The service cost for reliable multicast packet delivery (Cs) consists
of two parts. The first part (C1

s ) is for the transmissions/retransmissions at
the upper level from the source to the MAs. The second part (C2

s ) is for the
transmissions/retransmissions at the lower level from the MAs to the group
members.

Assuming that unicast is used for retransmissions, C1

s is the sum of the
cost for the initial multicast from the source to all MAs (T ) and the cost for
retransmissions from the source to all MAs ((EL − 1) · 2L · NMA), divided
by the multicast group size (M). The cost for the initial multicast equals
T because each MA on the tree transmits the packet once to each of its
downstream nodes [39]. The cost for retransmissions is (EL − 1) · 2L · NMA

to account for transmitting both the acknowledgements and retransmitted
data packet along the paths between the source and the MAs. Therefore, C1

s

is calculated as follows:

C1

s =
1

M
[T + (EL − 1) · 2L · NMA] (12)

C2

s is given by the distance-probability-weighted costs for the transmis-
sions/retransmissions from an MA to a group member, as follows:

C2

s =
h=H−1
∑

h=0

Ph · h · Eh (13)

20



The cost for mobility management (Cm) depends on the transition event
in the SPN model, i.e., Join, Reset, or MC2MA, triggered by the movement
of a member. More specifically, Cm is given by:

Cm =







2H + (1 + P MA
1

) · 2L if Join
2h + P MA

1
· 2L if Reset

2h if MC2MA
(14)

where h = mark(Hops) represents the distance between the member and its
MA. When the Join event is triggered, the cost incurred includes three com-
ponents: 1) the signaling cost for deassociation from the member’s current
MA, 2) the signaling cost for the new MA to join the backbone multicast
tree, and 3) the signaling cost for the current MA to be removed from the
backbone multicast tree if it no longer services any group members. When
the Reset event is triggered, the cost incurred includes the signaling cost for
deassociation from the member’s current MA and the signaling cost for the
MA to be removed from the backbone multicast tree if it no longer services
any group members. Finally, the signaling cost incurred when the MC2MA
event is triggered is for the MC to report a serving MR change to its MA,
which is h hops away from the MC’s current serving MR.

The cost for security key management includes the cost for updating the
group key Kg when an MA joins or leaves the backbone multicast tree (CKg),
and the cost for a member to generate a new key Ku when it associates with
a new MA (CKu). CKg is further divided into two parts, namely C j

Kg and

C l
Kg, for MA join and leave events, respectively. C j

Kg is for the source to send
the updated group key to the newly joining MA (existing MAs update the
group key using a one-way hash function). C l

Kg is for the source to send the

updated group key to the MAs excluding the one that left. C j
Kg and C l

Kg are
therefore calculated as:

Cj
Kg = 2L

C l
Kg = (NMA − 1) · 2L

(15)

CKu is the cost for a member to execute the DH protocol to generate
a new key Ku when it changes its MA. Specific to the SPN model, CKu is
incurred when transition Join or Reset is fired. The execution of the protocol
involves a round-trip message exchange between the member and its new MA.
Therefore CKu is calculated as:

CKu = 2 if Join or Reset (16)
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The cost for group membership management consists of the cost for pro-
cessing a member join event (Cj) and that for processing a member leave
event (Cl). When a member joins the multicast group, the new serving MR
of the member may need to be subscribed to the backbone multicast tree if
it is not already an MA, the probability of which is 1 − PMA. In a member
leave event, the leaving member notifies its MA that is h hops away by a
leave request, and if the MA no longer services any group member after the
member leaves, it needs to be removed from the backbone multicast tree by
forwarding the leave request to the source. Thus, Cj and Cl are calculated
as:

Cj = (1 − PMA) · 2L
Cl = 2h + P MA

1
· 2L

(17)

where h = mark(Hops) represents the distance between the member and its
MA.

CHASRM is the sum of each cost multiplied with the rate at which the
associated operation occurs, i.e., CHASRM is given by:

CHASRM = λp · Cs + σ · (Cm + Cj
Kg + CKu)

+λ · Cj + µ · (C l
Kg + Cl)

(18)

6 Performance Evaluation

Table 4: Parameters and their typical values.

Parameter Meaning Typical value
M multicast group size [10, 320]
n network size [5, 15]
λp multicast packet rate 10
σ mobility rate 1

600

λ multicast group member join rate 1

30

µ multicast group member leave rate 1

30

SMR Service to mobility rate [8, 6000]
p loss probability of wireless links [0.0, 0.3]

In this section, we evaluate the performance of HASRM and examine the
effect of various parameters on its performance. To evaluate the effect of
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user mobility on the performance of the three algorithms, we introduce a
parameter called service to mobility ratio (SMR) defined as SMR = λp

σ
. The

physical meaning of SMR is the average number of multicast data packets
transmitted from the source to a group member during the interval between
two serving MR changes of the group member. The time unit used in this
paper is second. For example, if on average a group member changes its
serving MR once every 10 minutes and the multicast packet rate is 10 (per
second), its SMR is 6000. SMR is an important parameter because it captures
the service and mobility characteristics of group members, both of which can
have a significant impact on the operations of HASRM and on the overall
network cost.

Table 4 lists the parameters and their values used in performance eval-
uation. These values are selected to demonstrate diversely sized multicast
groups consisting of mobile members characterized by a broad range of SMR.
The member join and leave rates are chosen to allow dynamically changing
group membership, while maintaining a stable multicast group size. The
range of n is selected to model a WMN of reasonably diverse sizes.
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Figure 5: Cost vs. H, under different multicast group sizes in HASRM
(n = 10).

Fig. 5 and Fig. 6 plot CHASRM as a function of the threshold H, under
different multicast group sizes and network sizes, respectively. As the figures
show, there exists an optimal threshold Hoptimal that minimizes CHASRM for
each different M and n. These results demonstrate that the regional service
size of an MA is key to the performance of HASRM, and there exists an op-
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Figure 6: Cost vs. H, under different network sizes in HASRM (M = 50).

timal regional service size that minimizes CHASRM . It can also be observed
that CHASRM decreases with increasing M in Fig. 5, and that CHASRM de-
creases with decreasing n in Fig. 6. These trends suggest that the multicast
member population density, defined as γ = M

n2 , has a significant impact on
the performance of HASRM, as illustrated in Fig. 7.
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Figure 7: Cost vs. γ in HASRM.

Fig. 7 shows CHASRM as a function of the multicast member population
density γ. As can be seen in the figure, CHASRM decreases as γ increases.
This illustrates that multicast efficiency improves as the member population
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density increases because the cost is effectively amortized by the increasing
member population.
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Figure 8: Hoptimal vs. γ in HASRM.

 2

 2.5

 3

 3.5

 4

 4.5

 5

 5.5

 6

 0  0.05  0.1  0.15  0.2  0.25  0.3

H
op

tim
al

p

γ = 0.1
γ = 0.2
γ = 0.4

Figure 9: Hoptimal vs. p in HASRM.

Fig. 8 illustrates Hoptimal as a function of γ. We observe that Hoptimal

decreases as γ increases, and drops to 1 when γ is reasonably large. De-
creasing Hoptimal as γ increases keeps CHASRM minimized. This is because
as γ increases, the cost incurred at the lower level of the multicast hierarchy
will be dominating but its magnitude will reduce with decreasing Hoptimal,
thereby lowering CHASRM . Fig. 8 demonstrates that HASRM can adapt to
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changes in member population density by dynamically determining Hoptimal

that minimizes the total communication cost.
Fig. 9 plots Hoptimal as a function of p, the loss probability of wireless

links, under different member population densities. As can be seen in the
figure, the general trend is that Hoptimal decreases with increasing values of
p. As p increases, the service cost Cs for multicast data delivery increases.
Therefore, shorter paths for multicast data delivery are necessary to keep the
total communication cost minimized, favoring smaller values of Hoptimal ac-
cordingly. This demonstrates one of the benefits of dynamically determining
Hoptimal that minimizes CHASRM , i.e., HASRM is dynamically adaptive to
the quality of wireless links that may vary over time.
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Figure 10: HASRM vs. HASRM-S as a function of γ.

To further reveal the benefit of dynamically determining Hoptimal that
minimizes CHASRM , we compare HASRM with a special case of HASRM
that uses static MAs with a fixed threshold H, say, H = 4, and we name
this special case HASRM-S. HASRM-S represents an extension to a class of
hierarchical reliable multicast algorithms that use statically placed proxies
with fixed regional service sizes for decentralized management. Specifically,
the extension is for mobility and security support. Fig. 10 compares the
total communication costs incurred by HASRM and HASRM-S respectively
as a function of γ. As the figure shows, HASRM significantly outperforms
HASRM-S, especially when γ becomes large.

Fig. 11 investigates the effect of SMR on the performance of HASRM
and HASRM-S. We observe that HASRM significantly performs better than
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Figure 11: HASRM vs. HASRM-S as a function of SMR.

HASRM-S over a wide range of SMR values representing diverse user mo-
bility and multicast service characteristics. HASRM outperforms HASRM-S
in both cases because it can adapt to the changing member population den-
sity and movement frequency by dynamically determining the optimal MA
regional service size (Hoptimal) that keeps the total communication cost min-
imized.

7 Comparative Performance Study

We compare HASRM with traditional multicast algorithms based on a shortest-
path tree (SPT) [40] extended with user mobility, security, and reliability
support (named the SPT algorithm). The SPT algorithm maintains an SPT
rooted at the source with multicast group members as tree leaves for multi-
cast data delivery. The multicast tree in the SPT algorithm is updated to
maintain its structural properties every time a member moves and changes its
serving MR. A group key Kg is used for secure multicast data delivery from
the source to the group members. Whenever a group member joins or leaves,
the group key Kg needs to be updated for all group members to ensure the
forward and backward secrecy properties. NAK-based retransmissions are
used to provide reliable multicast data delivery.

Fig. 12 compares the total communication cost incurred as a function of
γ, between HASRM and SPT. As expected, for both algorithms, the total
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Figure 12: HASRM vs. SPT as a function of γ.

communication cost decreases with increasing γ, because multicast efficiency
improves as the member population density increases. As can be seen in the
figure, HASRM is superior to SPT, particularly for moderate values of γ.
It is worth emphasizing that because the total communication cost is a per
member per time unit metric, even a small cost reduction of 5% to 10% will
be significant over time and over the entire group of members.
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Figure 13: HASRM vs. SPT as a function of p.

Fig. 13 compares the total communication cost incurred as a function of p,
the loss probability of wireless links, between HASRM and SPT. As expected,
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the total communication cost increases with increasing p for both algorithms,
because the service cost for reliable multicast data delivery increases as p
increases. Again, HASRM performs significantly and consistently better than
SPT. More importantly, it can be seen that HASRM copes much better than
SPT with changing quality of wireless links.

We also perform a comparative performance study between HASRM and
a recently proposed protocol framework for secure group communications in
WMNs, called Secure Group Overlay Multicast (SeGrOM) [2]. SeGrOM is
also a hierarchical decentralized multicast algorithm, and it handles member
mobility and dynamic group membership with decentralized management.
SeGrOM uses a two-tier multicast structure and two sub-protocols for mul-
ticast data delivery in the two tiers. The global data delivery protocol trans-
mits multicast data via a secure overlay to head members, which are elected
coordinators for local data delivery and group membership management.
There is one coordinator for each subgroup of group members connected to
the same MR. Whenever an coordinator leaves the MR to which it is con-
nected, a new coordinator needs to be elected and subscribed to the secure
overlay. If a member joins the multicast group via an MR without existing
members, the member becomes a new coordinator and joins the secure over-
lay. The coordinator maintains a local data key shared among all members
associated with the same MR for encrypting multicast packets. The local
data key is refreshed (rekeyed) whenever a member associated with the same
MR joins or leaves.

It can be seen that coordinators are similar to MAs except that coordina-
tors are group members that are dynamic. Indeed, because each coordinator
is always associated with an MR, the secure overlay in SeGrOM can be
considered as consisting of a dynamic group of MRs. A difference is that
the regional service size of an MA is dynamically determined by HASRM,
whereas the service area of a coordinator is exactly the coverage area of an
MR. To make the comparison between HASRM and SeGrOM on a fair basis,
we will use a variant of HASRM that does not address reliability. For similar
reason, we compare the variant of HASRM with a variant of SeGrOM called
SeGrOM-Group because like HASRM, this variant also uses a group key for
data encryption and the secure overlay for group key distribution. It is worth
noticing that SeGrOM does not address general mobility management, i.e., it
does not consider mobility management as a general service that is necessary
not only for mobile multicast, but also for other network services.

Fig. 14 compares the total communication cost incurred as a function of
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Figure 14: HASRM vs. SeGrOM as a function of γ.

γ, between HASRM and SeGrOM. As can be seen in the figure, HASRM
outperforms SeGrOM for a wide range of values of γ. SeGrOM is slightly
better only when γ is considerably large. Note that the total communication
cost incurred by HASRM also includes the signaling cost for mobility man-
agement, making HASRM applicable to any network services. It is worth
emphasizing again that because the total communication cost is a per mem-
ber per time unit metric, even a small cost reduction of 5% to 10% will be
significant over time and over the entire group of members.
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Figure 15: HASRM vs. SeGrOM as a function of SMR.
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Fig. 15 further compares between HASRM and SeGrOM the total com-
munication cost incurred as a function of SMR. As the figure shows, HASRM
performs consistently better than SeGrOM for the investigated range of SMR,
particularly when SMR is small, i.e., when the mobility rate is high. It shows
that HASRM copes well with high group member mobility and is adaptive
to the varying mobility rate. This is attributive to the design principle of
integrated mobility and service management.

8 Simulation Validation

In this section, we conduct discrete-event simulations using a simulation lan-
guage Simulation Model Programming Language (SMPL) [41] to validate
the results obtained through the analytical model. To ensure the statistical
significance of simulation results, we use a batch mean analysis technique.
Each simulation batch consists of a large number of runs and therefore a
large number of observations for computing one batch average. The simula-
tion runs for a minimum of 10 batches, and stops until the mean of the batch
means collected is within 5% from the true mean with a confidence level of
95%. In the simulation study we use the same set of parameter values as
those listed in Table 4.
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Fig. 16 compares the analytical results vs. the simulation results for
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CHASRM as a function of H under different multicast group sizes. The figure
shows a perfect correlation between the analytical results and simulation
results. Similarly, A perfect correlation between the analytical results and
simulation results can be observed in Fig. 17, which compares the analytical
results vs. the simulation results for CHASRM as a function of γ.
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Fig. 18 compares the simulation results against the analytical results
shown in Fig. 14. Again, the simulation results are perfectly correlated with
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the analytical results. These results demonstrate that the analytical model
is valid and it accurately captures the operation of HASRM.

9 Practicability and Implementation

We discuss in this section practical issues related to the implementation of
HASRM on real mobile devices that can be highly diverse with respect to
their computing power and storage capacity. One important issue is how
to dynamically determine Hoptimal at runtime. For powerful mobile devices
that are equipped with state-of-the-art processors, the computational pro-
cedure developed in this paper can be easily executed to determine Hoptimal

at runtime on a periodic basis. For mobile devices that are less powerful, a
simple table-lookup approach can be used to determine Hoptimal at runtime.
Specifically, the values of Hoptimal can be calculated at static time for wide
ranges of system parameters and stored in a table for fast lookup. At run-
time, Hoptimal can be easily determined by looking up in the table using the
estimated values of those parameters as keys. Overall, the implementation
can be lightweight and very efficient.

To execute the computational procedure presented in the paper, a mobile
device needs to first collect data for estimating the values of parameters such
as the mobility rate (σ), the multicast packet rate (λp), the rates of member
join/leave events (λ and µ), and the loss probability of wireless links (p). σ
can be estimated periodically by an MC by counting the number of serving
MR changes during a fixed interval, say, every 30 minutes. A serving MR
change can be detected by a change in the ID number of the current serving
MR. Specifically, the MC maintains a counter for the number of serving
MR changes, and the counter is incremented whenever the MC changes its
serving MR. At the end of each interval, the mobility rate is calculated and
the counter is reset. Similarly, the MC can dynamically estimate λp and p
by monitoring the sequence numbers of received multicast packets. λ and µ
can be monitored dynamically by the source and periodically distributed to
the group members.
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10 Conclusions and Future Work

In this paper, we proposed a hierarchical agent-based secure and reliable
multicast (HASRM) algorithm for efficiently supporting secure and reliable
mobile multicast in wireless mesh networks. HASRM minimizes the overall
communication cost incurred collectively by reliable multicast packet deliv-
ery, mobility management, security key management, and group membership
management. HASRM achieves cost minimization by dynamically maintain-
ing a group of MAs for integrated mobility and multicast service manage-
ment and dynamically determining optimal regional service sizes of MAs as
identified in the paper, when given a set of parameter values characterizing
the networking environment, as well as the user mobility and multicast ser-
vice behaviors. We demonstrated via a comparative performance study that
HASRM significantly outperforms traditional algorithms based on shortest-
path multicast trees extended with user mobility, security, and reliability
support. We also showed that a variant of HASRM is superior to a recently
proposed algorithm for secure group communications in WMNs.

In the future, we plan to extend HASRM to handle failures of MRs and
MAs in addition to packet losses on wireless links such that it offers a more
complete solution to secure and reliable multicast in WMNs. We also plan to
study methods for efficiently supporting source mobility. Another direction
to explore is to use MCs alternatively to MRs as MAs when some group
members cannot find a nearby MR and must rely on other MCs for network
traffic relaying. Having MCs serve as MAs extends the coverage area of a
multicast group to those members that are not connected to an MR.
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