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Abstract—We present an agent-based full body tracking and visual features and communicate with its neighboring agent
3D animation system to generate motion data using stereo jn order to find out its own location. Second, our system
calibrated cameras. The novelty of our approach is that agets can use low-cost off-the-shelf equipments, the digital eas

are bound to body-part (bone structure) being tracked. Thes . . .
agents are autonomous, self-aware entities that are capablof &€ quite affordable and have potential for home use. And, if

communicating with other agents to perform tracking within ~ the high-quality equipment is available, our system cao als
agent coalitions. Each agent seeks for "evidence” for its éstence take the high-quality signals as input without any change in

both from low-level features (e.g. motion vector fields, cor  system design. Third, our approach is not data-driven aed do
blobs) as well as from its peers (other agents representing o guffer from the limitations of data-driven techniquehis

body-parts with which it is compatible), and it also combine . -
the knowledge from high-level abstraction. Multiple agens may ~[r@mework offers a more robust tracking capability compare

represent different "candidates” for a body-part, and compete With traditional vision-based techniques to detect bodyt pa
for a place within a coalition that constitutes the tracking of locations even when visual features extracted from video

an articulated human body. The power of our approach is sequences are incomplete and unstable. And the archiectur

the flexibility by which domain information may be encoded allows us to think about tracking in highly abstracted cquice
within each agent to produce an overall tracking solution.

We. demonstrate the .effectiveness. of tracking system by tést \\ie use a full body tracking as an example application to

actions (random moving and walking). demonstrate the power of our agent-based architecture. Our
prototype system uses two stereo-calibrated digital video
cameras. Subject wears a black skin-tight suit, blue tapes

There is an increasing requirement for the applications:Whiare attached to joint locations, which act as markers. Agent

track the motion of human and other objects in our daily Iifé’.aseOI architecture provides us the benefit of conceptualize

The tracking-based systems have become very popular in c&Fﬁpl;'ng tasks W'Ith al ]tughly abstrs_cted agerrw]t objec;, while
puter vision research for motion estimation and generatidtPt focusing on local feature tracking. In other words, our

Automatic motion generation techniques have a wide ranggent-based system does not need to know how to extract
of applications, ranging from video games interface, mter video sequences that are captured from these two cameras

tive character control in virtual environments to filmmakin simultaneously. These video sequences are then procegsed b

Motion capture is one of these techniques that has belll§ System to generate high quality motion dat_a. we evall_Jate
widely adopted by the animation community. However, motioU" SyStem by having the subject perform two different motio
capture often requires high-cost equipments and usuadgstasequences._ We then compare the resulting animation with the
long time to setup, and therefore not suitable for common ug@pturedl video. Thi evanang sho¥vsh that our system can
As a result, there has been growing interest in researctedelaACCUrately capture the motion data of these sequences.

to alternative, and low-cost motion synthesis techniques. The rest of this paper is organized as follow. Section Il

As an alternative, vision-based approaches provide lost-c®rovides the background and related work in this area. Grecti
solutions using off-the-shelf digital cameras. Howeverages Il describes the agent-based architecture in a trackisgesy.
obtained by cameras are often noisy and visual features 8Rction IV provides a details description of our demonistnat
usually unstable, and therefore most of the vision-based ni$ing the agent-based architecture. Section V presents the
tion synthesis approaches these days are data-drivenhasd fesult of our preliminary test. Section VI summarizes the
limit the kinds of motions to those available in the databas®aPer.

|. INTRODUCTION

We propose an agent-based architecture to perform a multi-

modal tracking system in this paper. The advantages of our Il. BACKGROUND

system are three folds. First, our system employs an agent-

based architecture, where each body part is implementedimsthe following sub-sections, we discuss related work in
an "agent” in our system, which is an independent and selfision-based motion tracking. We also give an overview of
aware entity with embedded knowledge capable of seek @gent-based systems, and their advantages.



A. Vision-based Motion Tracking in a motion sequences. Relative few studies have been done
in this immediate field. [2] presents a hierarchical agent

Lee et al. [4] built a vision-based interface to obtain silatie  framework, where each agent is responsible to handle tdsks o

data from a single video camera. Then the noisy silhouetigspecific layer in a hierarchical tracking framework to aehi

data are transformed to full-body motion by searching the overall goal of identifying object trajectories.
motion graph using Hu moments computed from the input

silhouettes. Ren et al. [7] combined information about the
user’'s motion contained in silhouettes from three camerts w

domain knowledge c_ontalned na motion capture databaseyQ,ye described in previous sections, agents can be coedider
produce a high quality animation. in a broad sense, and we are going to discuss the design of

Chai et al. [3] implemented a vision based system that requirchitecture in this section.

only two inexpensive video cameras. Using only six markers

attached to a body, the system can synthesize a wide vafietyzp Architecture of an Agent-Based Systems

human movement without a long suit-up time. The synthesized

motions are very detailed because a data-driven approddiere are two key reasons that agent-architecture is impor-
is used to query a high quality motion capture databadant [6]: one is that we want to provide a methodology to build
Similarly, Liu et al. [5] applied a linear regression model ta real agent system; the other is we also want to predict and
estimate human motions from a reduced marker set. Howew@xtplain the behavior of the agent system based on its current
these systems require extensive motion capture database state and environment. There are variety of ways to build an
suffer from specific domain of synthesized motion because afent system [6].

the natural property of data-driven approach.

IIl. AGENT-BASED TRACKING SYSTEM

In an agent system, each agent processes independently with
Compared with vision-based motion synthesis systenits locally embedded features, algorithms, capture devécel
marker-based motion capture systems can generate highvironments, and each agent should have a representétion o
fidelity animation data with subtle details of human motionigh level abstraction. The feature of independent praegss
These systems perform best in the applications that mosily agent-based system makes it much natural to be imple-
play back the original motions, e.g., animated movies. Hownented on the increasingly popular parallel processingesys
ever, editing the original motion capture data usually itesuMoreover, the highly abstracted conceptual represemtatfo

in the non-realistic animations. agents gives us the chance to think about the target object in
its concept, while not thinking only about its detailed feas.

B. Agent-Based Systems for Visual Tracking 1) Conceptual Representation and Hierarchical Architeetu

The concept of agent or multi-agent systems was originatge)clilr agent-based tracking system is aimed at tracking fulybo

in area of distributed artificial intelligence [10], and heemOtIon with stereo calibrated cameras, and play the antmati

applied to various fields of study in recent years. In [8] anl%ased on tracking results. We use a simjait-and-bone

. . odel to represent the tracked skeleton of the subject. Each
[2], multi-agent-based systems are described as systemhs h.” . .
0||nt is conceptually implemented as an agent in our system,

gﬁg'?ﬁggg%giggwsgzﬁ %Z?}Iirgssthat can be .SOIVed separalté% that the agent can be considered as head, hand, torso, and
ynthesized in order tonobfal

the solution of the original problem. ete. anh qf the_s_e age_nts h_as embedded knowledgg, such as
its identity, identities of its neighbor agents and its domists.

Agents can be understood as autonomous, problem-solvifigese agents are capable of acting on their own to perform

entities that are capable of operating in complex envirantmedetection and tracking in order to discover their own |amadi

One of the key advantages of agent-based systems is abstfdnis design is quite straightforward, and the relationship

tion [2]. Contrast to objects in object-oriented programgni between agents can be easily learned in the conceptual level

paradigms, agents are different in many aspects. Firshtagelhe advantage of this design is that each agent is a direct

are autonomous, and they are able to invoke actions on theipresentation of a joint and so it is intuitive to train thes

own without intervention from other entities. Second, theggents by using knowledge of their real-world counterparts

are aware of the environment and able to act in responseTioese agents are also capable of communicating with their

environmental changes. Third, agents are able to commtenicaeighbors in order to re-evaluate and adjust tracking tésul

with each other using shared knowledge to accomplish thekhieve a prediction that is consistent throughout the &hol

set agenda. This type of abstraction enforces well-orgahiznodel.

design and programming, resulting in flexible, concepjual

simple and extendable implementation. As illustrated in Fig.1, we introduce a competition-suimty

approach for agent-based architecture. When an agent is
Agent-based visual tracking systems are systems that gmptoeated, it starts to look for evidence for its existencee Th
agent-based approach to analyze, retrieve, and procegesmavidence can come from three ways: lower level supporting,
or video sequences in order effectively tracking movingot§ local knowledge and higher level knowledge. For example,



In agent-based architecture, an agent is created with its ow

Full Body Layer  |€ > égi:ﬁg:\ knowledge and relationship with other existing agents. By t
4 Kiinidadis definition, we can easily add an agent by creating an agept uni
and attach the knowledge information and relation inforamat
Joint to it. This operation helps us to avoid the unnecessary work,
Specific Agent Layer [ ?|  constraint such as recoding. We can also remove an existing agent by
F Knowledge deleting the connections of the agent, and redirect relatio
relationship connections.
| Featur¢
Featurelayer  [€= > IS:;;ES;;; IV. FuLL BoDY TRACKING

We use the full body tracking task as an example to demon-
Fig. 1: Agent Competition-Surviving Method. strate the advantage of agent-based tracking architecture

vision-based motion tracking using our agent-based achit

ture system is proposed, and we perform a 3D animation to

a hand agent has one of the local knowledges that a hdlli¢ftrate our tracking results. Our prototype system uses

is skin-color blob. Then, this hand agent goes to find skiftereo-calibrated digital video cameras. Subject weatagkb
color blobs, which is supported by some skin-color agent fiin-tight clothes with blue tapes attached to joint lowasi,
lower level. At the same time, the higher level agent, such $41ich act as markers. The subject is required to be visible

skeleton-model agent, tells this hand agent that ”I can ontR/ both cameras. The subject is also required to face two

accept two hands in my structure”. Now, all the hand agefgmeras in order to maximize the exposure of the markers
40 the cameras.

candidates, which might be more than two, will compete wi
each other, and only two will survive in this case. In this . ---------oeoeev - AT T

abstracted concepts, so that a hand is considered as a part |
body with skin color and directly connected with lower arm !
and so on in this example.

I
Feature|
2l

Extramm’\
I

Tracking :
|

2) Independent Analysis and Communicatiohgent-based | = | —
architecture takes the advantage of its independent BICES  ““iiicsiae  asibseredne | Eamei

SO we treat each agent as an independent model. First, eacn

agent does its own processing independently. In this proeed  Fig. 2: Stereo Vision-based Tracking and 3D Animation.

the agent has its local feature extraction, and local esitima

ghe ]lpdipenden:] model also rﬁ)rowd_es agent—archltecturqn%ur approach shown as Fig.2, the system takes synchrbnize
fene It adt eac agf;ent can have |t|s qwnsway éo e%trﬂﬁ&eo sequences captured by two stereo calibrated cameras a
eature an can perform Its own analysis. Second, eX'St'nﬂ)ut data, and processes the images in the video sequences
agents communicate with each other to extract further ezele | " ..~ + \isual feature information. The agent-basetkiray

for their existing. Communication happens between diferegy stem is then employed to track the skeleton motion, and
agents, however, each agent has the knowledge which teIISﬂ%e skeleton information of each frame is produced for 3D
communication targets. For example, a hand agent does ngﬁﬁnation

to communicate with lower arm agent or upper arm agent,
however, it does not need to communicate with leg agentﬁgr

._Camera Calibration and Triangulation
foot agent. Because the uncorresponded agents do not affect g

each other in conceptual level. With this powerful propertyjideo sequences from cameras only provide 2D information.
we can perform parallel computing in our system. In order to convert 2D coordinates from camera frames to
3D world coordinates, we must first compute intrinsic and
B. Model-based Tracking using Agent-based Architecture extrinsic parameters for the stereo cameras. Our system em-
ploys Tsai's algorithm [9] to calculate these parametensl a
Model-based tracking approach may use stick figures, 2Bbe cameras are set up as shown in Fig.3. Tsai's algorithm
contours, volumetric model and etc. The basic task is tequires a minimum of 11 sets of corresponding control
recover the configuration of the model that corresponds points to perform this calculation, but 20-60 sets are ugual
the data [2]. The main advantage is the priori modelingsed in the calibration process. In our experiment, we use
knowledge, but the complexity and difficulty in encoding calibration box with 48 control points on it, as illustréte
and modifying. However, using agent-based architecture ca Fig.4. A pair of 2D coordinates (one of each camera) for
persist the advantage of model-based tracking, and it can atach of these 48 control points are then recorded and Tsai’'s
make up the disadvantages. calibration algorithm is then applied to estimate the camer



separated into skin-color/non-skin-color or marker-cion-
marker-color.

Cameral Camera2 After the color model filtering, we employ a region-growing
algorithm to identify connected regions. These regiordyit

ing their centroid (in our approach, we describe regions by
rectangles), shape, and color information, are then usedrnn

agent-based tracking system as input features.

C. Agent-Based Tracking System Implementation

i

In our system, we define each joint as a specific agent, and
Motion subject each of these agents has embedded knowledge of things such
as its identity, identities of its neighboring agents arel kind

of constraints it has. The skeleton information is consider

as high-level agent, and the feature extraction agent graplo
the Gaussian color modeling and filtering as we described in

parameters. We can then obtain the 3D world coordinates fr@#gvious section. These agents are capable of acting on thei

a pair of corresponding 2D coordinates on camera frames ®yn to perform detection and tracking in order to discover
triangulation. [1]. their own locations. This design is quite straightforwaadd

the relationship between agents can be easily learnedglurin
the experiment. The advantage of this design is that each
agent is a direct representation of a joint and so it is iiveit

to train these agents by using knowledge of their real-world
counterparts. These agents are also capable of commungjcati
with their neighbors in order to re-evaluate and adjustkirag
result to achieve a prediction that is consistent througtues
whole model.

b
-l =

Fig. 3: Stereo Camera Setting.
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Fig. 4: Calibration Box.

B. Features Extraction

The low level processing of the system is feature extraction |
As mentioned in previous section, blue markers are attachec
to the tracking clothes. Locations of these markers and the
visible skin regions provide visual features needed for the
agent-based system to construct the skeleton model toaener
the motion data we need. This part of the system plays the rolg
of extracting these visual features from video frames idicig
shapes, distribution, and center positions of the blue erark
and exposed skin regions. We implement an adaptive normal Fig. 5: Agent definition

distribution color model [11] in the normalize@,g) space.

And we build two different models for the blue tapes and skimpe subject is asked to perform a "T-Pose” at the beginning
color area. We then process each pixel in video frames usiglieach action sequence for roughly 1 second (30 frames)
the adaptive color models to identify interest areas of m@&k shown as Fig.5. This is an initialization phase, agents ble a

and skin regions as follow: to automatically map themselves to the correct locations of
ATe 1 . joints and body parts of the subject on image frames. Once
P(x) = exp[—é(x— 27 (x= ) (1) the initialization phase is complete, all agents are ativa

where ([J,i) represents the mean and variation vector i) Agent processingAs described in previous sections, An
normalized r,g space, and all pixels in each frame aragent is capable of acting on its own. Fig.6 illustrates the



a prediction that is consistent both locally and globallgr F
instance, In some cases, the agent may have multiple, gquall
likely "final prediction” based on local knowledge, or no
Internal Agent Processing prediction at all for the current frame (due to occlusion for
""""""""""""""""""" " example). In such case, agents communicate with each other
._________5|(__________. ": to share knowledge. For example, the left elbow agent is
SR (o] e o connected with the left shoulder agent and the left hand
I Ll SO ;
| agent, and the 3D distance from the left elbow agent to the
e other two agents should be consistent across differentefsam
. Furthermore, it is highly unlikely for the left shoulder to

" Local Candidates |
| e

feature
grabber

| 1_"_"_"' move faster than the left elbow. In some other cases, agents
T Compete ziobally e Bdios ' f:orr!mur?icate with each other to compete_z, whi.ch can happen
h, \EmbeddedKnowledge / in situations when only one feature candidate is availabte f
T multiple agents. Agents compete with each other to decide
Fig. 6: Agent Processing the who would become the "owner” of the candidate feature.

When communicating with other agents, there is also the

consideration of how much one agent can be "trusted”, as such
implementation of an agent. As shown, each agent comes wi@ch agent also maintain a "confidence” value, which would
a feature grabber, which grabs all possible candidates fr@iye an idea to agents communicating with it about whether
feature pool (when they are available) that may help it #§ trust this agent or better to trust itself. Using this glbb
determine the agent’s whereabout. The agent then select kRe@wledge through communicating with neighbor agents, an
most likely candidates and label them as "local candidateggent is then able to make a final prediction and determine its
based on embedded local knowledge of each agent. GloB@sition.
knowledge is then applied to help select the final prediction

from these “local candidates”. Ea = Clocal z Py +Cglobalz (P IPa,) )

2) Feature Grabbing:Prior knowledge is embedded in each ]

agent, as such the agent ignores impossible candidates wgre ¢ represents the confidence , afdrepresents the
grabbing features from the feature pool. For instance, geata Prediction of the agent. In the equation, the first part méaes
knows how fast itself can move in a consecutive frame, and $@ntribution from the agent itself, and the second part reean
it would only grab features that are within a distance frosn ithe contribution from other related agerisis the estimation
location in the previous frame. Also, a left hand agent woulgsult for the agent.

only grab visual features that are identified as skin regéns

ignore the marker areas. D. Animation Smoothing

3) Feature Selection Based on Local Knowledganbedded As we described our approach above, the system has its own
local knowledge helps agent to select the more likely cahmitation. First, in video-based analysis, the final potidin
didates from all the grabbed features. One of the key logadsition of an agent in one camera view may be not correspon-
knowledge available to each agent is its motion trajectorgent to the final prediction of the same agent in another camer
We employ a trajectory-based estimation technique. Suppodew, although the system ‘thought’ they are correspondent
we haven historical positions of an agent in the previouSecondly, even in the same camera capturing sequence, the
n frames. The least-square method is used to interpolate fi@l prediction of the agent in the current frame may be
trajectory of this agent, and estimation should follow thisot correspondent to the prediction in the previous frame.
trajectory. However, noise may break this trajectory. 8indinally, during the estimation of the intrinsic and extins

we used normal distribution color model and vision-basgghrameters, we find that this calibration-triangulatioprapch
processing, incomplete visual features and noises mait nresu causes around 10 mm error for each coordinates in 3D space.
unexpected movement anytime, in such case the agent w
apply anti-shake algorithm to stabilize its motion tragegt
Using the estimated positions based on the agent’s mot
trajectories and other embedded local knowledge, lessylik
candidates are discarded. The candidates left are labslad
"local candidates”.

oggj' a post-processing for the 3D animation is performed.
During the post-processing step, we employ a low pass filter
®smooth the synthesized motion data, and the smoothed 3D
@nimation is produced. In this processing, we emploi-a
Yindow filter to do smoothing:

4) Global Knowledge and Communication Between Agents:

Agents are capable to act and make decision on their own,
however they are also capable to communicating with neigh-
boring agents, adjust and re-evaluate their results toemehi wherel represents the 3D skeleton information.

1
|smoothed: E Z Iraw (3)



V. RESULT AND DISCUSSION

In our experiment, we exam two motions with our agent-
based tracking system, play the raw 3D animation obtained
directly from the tracking results, and also play the smedth
3D animation.

In the first testing motion video, the subject performed a

random moving, and all the markers can be captured by
both camera in each frame. From the display results, we
demonstrate that the raw 3D animation is quite closed to the
smoothed 3D animation result. When we looked inside the

processing of each agent, the competition mechanism worked
perfectly to help agents have perfect prediction.

In the second testing motion video, shown in Fig.7, the szibje
performed a normal walking, and not all the markers can
be seen from both camera view, where occlusion happened
frequently. In the figure, we can find that the left ankle
was blocked by the right leg. In this situation, it is hard to
allocate the position by detection, and since the occlusion
persists within a certain time, the estimation becomes mdr&. 8: Result for a walking motion. For each subfigure, the
difficult. However, our agent-based system will use its agereft two pictures are images captured by the cameras, and the
communication function to ask its neighbor for help. In thigight picture is the animation generated by our system.
case, the left ankle agent goes to left knee agent and lefft foo
agent for help. It finds that both agents are confident that the
do not move in this time, so the left ankle agent makes tl@formation. And, when features 'disappear’ from the caamer
decision that it will not move. Although there is a motiorview, the system can still handle by agent competition and
features around, which is actually the feature belongs ¢o tbommunication with embedded agent knowledge. However, if
right knee agent. the correlated feature can not be extracted for longer time,
the accuracy of estimation is still acceptable, but the ltesu
might affect the final prediction result, which is a common
bottle-neck in video-based analysis.

V1. CONCLUSION

We demonstrate the possibility to apply an agent-baseéi-trac
ing system to track the skeleton motion using stereo cameras
We use two simple motions to evaluate our system, and the
result shows the supporting to our system.

In our system, we employ color marker model for feature
extraction. During the experiment, we discover that not all
these markers are essential for tracking and 3D animation.
For example, the upper torso agent can be estimated to be the
centroid of left shoulder agent and right shoulder agemt, et
/ And, if we add one more camera in our setting, we can provide
Left Foot three pair of calibrated feature information. The addiio?

- pair of information will make all these markers visible by
one pair of camera capturing at least. This can also provide

a more accurate prediction result after the combinatio wit
Fig. 7: Agent communication when occlusion happens these three pairs of information.

Ocusion

Another discovery for this experiment is that, although our
From the experiment, we demonstrate that the agent-basedign of agents work well for the motion, the agents defined
tracking system can be implemented to perform non-datay joint position are too sensitive in 3D space. However,
driven 3D animation shown as Fig.8. Although we use coldhe good extendability of agent-based system provide us a
markers for feature extraction, it gives a quite noisy featupossibility to change the definition of agent easily. So wky on



need to embedded a new knowledge to the agent, and the ngiv J. Chai and J. K. Hodgins. Performance animation from-dtimensional

agent is produced without much changing of original codes.

Moreover, we can use multi-model feature inputs with our4]
feature extraction agents, for example, we can attach some
low-cost accelerometers on the torso part, which has less
features and is difficult to track. The agent-based architec
also provides this flexibility to implement feature extiant

agents with multi-model input devices.

(5]
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